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Abstract—Technology and social media’s growing prevalence,
especially during the COVID-19 pandemic, has contributed to
a rise in mental health issues. This research discusses novel
applications of natural language processing which can help
develop more effective and accessible diagnostic tools for mental
health illnesses. To enhance the realism of our model, we created
a biased dataset that reflects the real-world ratios of mental
illness prevalence. The proposed solution is the Common N-grams
(CNG) method that offers comparable results to the state-of-the-
art CNN-LSTM model and is less resource-intensive. The CNG
method performs better than the CNN-LSTM model and Support
Vector Machine (SVM), baseline model, in multi-classification
tasks. The CNN-LSTM surpasses performance in binary tasks
compared to the best score reported in the previous study with
the same dataset. The study also highlights the usefulness of the
Relative N-Gram Signature method to analyze the classification
decision of the CNG technique. The proposed solutions offer
practical and accessible options for individuals seeking reliable
and accurate mental health support.
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I. INTRODUCTION

In the field of psychology, prior research work has been
conducted to study the relationship between social media and
mental health and how they affect each. Pantic [1] specif-
ically investigated the relationship between Facebook usage
and symptoms of depression and found that certain online
behaviors may serve as predictive indicators in identifying and
assessing depression.

Mental illnesses can significantly impact a person’s writing
and speaking patterns, and gaining an in-depth understanding
of the characteristics and effects of these disorders is crucial
for improving early identification, management, and treatment
options [2], [3]. Therefore, this study aims to provide valuable
insights into these mental illnesses and contribute towards
achieving better mental health outcomes.

This research discusses novel applications of natural lan-
guage processing and machine learning techniques which
can help develop more effective, accessible, and integrable
diagnostic tools for mental health illnesses using text-based
data. The objective is to enrich the well-being of people who
are dealing with mental health problems and to give people the
tools they need to better understand and manage their mental
health. The proposed solutions offer comparable results to
state-of-the-art systems and are less resource-intensive, making
them a practical and accessible option for individuals seeking
reliable and accurate mental health support. By implementing
these solutions, we hope to contribute to a future where
mental health resources are widely available and mental health

conditions can be detected and treated with greater efficiency
and accuracy.

The main contributions of this research are:
1) Novel implementation of CNG for multiclassification task
in the field of health care and comparing its performance to
deep learning methods.
2) Preparing and using a biased dataset in the real-world ratios
of mental illness to simulate true prevalence, ensuring results
that truly represent real-life scenarios. This approach enhances
the model’s evaluation, accurately reflecting its performance
across diverse classes in the dataset.
3) Applying relative n-gram signature method for analysis
which improves the interpretability of the model by providing
a more meaningful representation of the data, leading to
improved understanding and potential breakthroughs.

II. RELATED WORK

The accessibility of widespread language on social media
has intrigued researchers studying the linguistic expressions
of individuals with mental health conditions [4], [5]. Many
studies have turned to Facebook, Twitter, and Reddit for
data collection due to the cost and bias issues present in
survey-based studies. Twitter’s (currently X) character limit for
messages can pose a challenge for deep learning techniques
that require substantial amounts of data, as the concise nature
of the messages may not allow for adequate information to be
captured [6]. Various studies have been conducted to use social
media data to identify and analyze specific mental illnesses
such as depression [7], [5], [8], schizophrenia [9], and post-
partum emotions in mothers [10], suicide ideation [11], [12],
[4], [13], [14]. Cohan et al. [15] expanded upon the work
of Yates et al. [5] and created a more extensive dataset that
incorporated nine classes of illnesses and a targeted control
group from Reddit.

Similar research has been done in the field to detect mental
illness using text and by studying online social media behavior
using machine learning and deep learning methods. Jina et
al. [16] implemented a deep learning model using XGBoost
and CNN-based classification on Reddit posts to accurately
identify mental disorders like depression, anxiety, bipolar,
borderline personality disorder, schizophrenia, and autism.

Ivan et al. [17] have analyzed how a Hierarchical Attention
Network (HAN) can be better at analyzing social media posts
under certain conditions than traditional models. The study
found that the performance of ML models is highly dependent
on the availability of data, with results worsening as the
amount of available data decreases.

Relative n-gram signatures detect document properties, they
can provide a visual explanation of a CNG classifier’s rea-
soning [18]. This method was used to explain and improve
CNG classifiers decisions in the authorship attribution domain
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and we adopt it in our research problem to better explain
the significance of character n-gram signatures in detecting
different disorders. The n-gram signature method provided
some understanding of the model’s reasoning, although it
struggled with ADHD classification, which was also noted in
the original research.

Cohan et al. [15] conducted an in-depth study on binary
and multi-label classification of various illness classes, along
with a control group, using models such as logistic regression,
Support Vector Machine, CNN, and supervised FastText. Their
best f1-score of 0.54 for binary classification and 0.27 for
multi-label classification serves as a benchmark for similar
research in this domain. On the other hand, Kim et al. [19]
focused on binary classification tasks, and their CNN-based
model produced an impressive average f1-score of 0.85, which
significantly outperformed XGBoost’s average score of 0.50.
It is worth noting that, unlike Cohan’s dataset, Kim’s data was
extracted from subreddits that were dedicated to each illness
thus text included an explicit declaration by the user about their
condition and their experience, while Cohan’s dataset excluded
such text which makes it more applicable for creating models
that can be deployed in real work. Other positive attempts
at using Reddit posts to detect depression and anxiety came
to the same conclusion that NLP models which are based on
N-gram models as well as deep learning systems can be a
practical solution for the detection of mental health disorder
and early prevention [20], [21].

III. METHODS

Dataset Description: This study uses Self-Reported Mental
Health Diagnoses dataset whose collection approach is based
on RSDD dataset [5] and further builds on it. The SMHD
dataset comprises posts made on Reddit by users (referred to
as “diagnosed users”) who acknowledge having been given a
diagnosis for one or more of nine mental health problems,
as well as posts made by matched control users. The data of
diagnosed users had every post made to a mental health-related
subreddit or having a keyword associated with a mental health
issue removed; as a result of the selection process, the data of
control users do not have such postings [15]. The entire SMHD
dataset consists of 116 million posts from 335,000 users [15]
but this study uses a smaller sample dataset due to limited
computation and memory resources.

We focus on six mental illnesses included in DSM-5 stan-
dards [22]. For the sampled dataset used in this study, patients
with and without a different diagnosis of mental illness were
balanced at 5% for depression, 3.8% for anxiety, 2.8% for
ADHD, 1% for autism, 0.6% for bipolar fisorder, 0.45%
for schizophrenia and rest 86.35% for the control group to
simulate true mental illness prevalence [23], [24], [25], [26].
Table I gives more details about the dataset.

TABLE I: Label-wise Data Statistics

Label # of Users # of posts Total Word Count Total # of char
Total # of

Non Alpha char
Control 8636 1,754,943 64,720,509 357,904,732 17,146,263
Depression 500 253,894 4,437,815 22,847,497 677,775
Anxiety 380 39,850 2,361,869 12,752,601 530,154
ADHD 280 31,695 1,827,233 10,056,686 403,166
Autism 100 12,184 767,305 4,209,406 181,642
Bipolar 60 6,138 390,626 2,108,075 82,527
Schizophrenia 45 5,361 314,569 1,749,242 79,053
Total 10,000 2,104,065 74,819,926 411,628,239 19,100,580

Dataset Pre-Processing: The raw data is cleaned by removing
data points with missing text or labels and by removing
corrupt data. We assume that letter case does not provide

important information, so all letters are converted to lowercase
to reduce data sparsity. Furthermore, in order to ensure that
the dataset contains sufficiently informative posts for analysis,
any posts with fewer than 50 words were dropped. In the data
transformation phase, the data is tokenized and padded.

For the supervised learning methods, the tokens are vector-
ized by turning each text into a sequence of numbers following
the standard term frequency inverse document frequency (TF-
IDF) method.

Padding transforms sequences to be equal to the desired
length by adding 0 before or after the sequence. If the
sequences are longer then they are truncated so that they fit
the desired length [27]. Many studies that implement deep
learning models for classification tasks remove stopwords [28],
[29] from the dataset. Still, for this research, this step was not
done as stopwords and punctuation usage and frequency can be
indicators of mental health illness [30]. After the preprocessing
was completed, transformed data was passed to classification
models.

Supervised Learning Models: The two supervised learning
algorithms used in this study are SVM and CNN-LSTM
models. Process pipelines for both models have similar phases.
For the SVM model, no embedding layer is present and a linear
kernel is chosen as a nonlinear kernel such as Radial Basis
Function does not scale well with the big dataset. CNN layers
for feature extraction on input data are paired with LSTMs to
facilitate sequence prediction in the CNN-LSTM architecture.

For the CNN-LSTM model, the data is passed to an embed-
ding layer before it is passed on to the first convolutional layer
which is followed by the max pooling layer. The embedding
layer helps us convert words into vectors of fixed length
which can help the model better understand words and reduce
dimensionality. After the max pooling layer data is passed to
the LSTM layer which is connected to a fully connected layer
and has softmax as the output activation function. The model
also consists of a dropout layer [27] which deactivates random
neurons during training to avoid overfitting.

Common N-grams Method (CNG): An n-gram is a contiguous
sequence of N items from a given text. N-grams can be
letter or word-based. N defines the length of the sequence.
Unigram will contain one item, bigram will have 2 items, and
so on. Character n-grams are language-independent and hence
character-level n-gram language models can be easily applied
to any language and even non-language sequences such as
DNA and music.

We include all symbols in character n-grams, including let-
ters, digits, punctuation, and whitespace symbols. The scope of
this study is limited to character n-gram only. Fig. 1 illustrates
the extraction of character n-gram via sliding window where
the value of N is four.

Fig. 1: Character N-gram Extraction Illustration

This study uses the CNG algorithm as proposed by Keselj
et al. [31], where the class profiles consists of L most frequent
n-grams in training data with their relative frequencies, and the
profile distance is computed as the sum∑

x

(
f1(x)− f2(x)

(f1(x) + f2(x))/2

)2
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Fig. 2: Relative n-gram signature of Schizophrenia profile with
Bipolar as a base document with parameters n = 4 and L =
10000

over all n-grams x in two profiles, where f1(x) and f2(x)
are frequencies of x in two profiles respectively, or they are
taken as 0 in a profile if x is not present in that profile. The
CNG distance (i.e., dissimilarity) thus balances out effect of
frequency differences of more frequent and less frequent n-
grams, as explained in the original study [31]. Algorithm 1
outlines the computing method for the CNG dissimilarity.
where f1(n) and f2(n) are frequencies of an n-gram n in the

Algorithm 1 Profile Dissimilarity (p1, p2)
sum← 0
for all n-grams x contained in p1 and p2 do

let f1 and f2 be frequencies of x in p1 and p2 (zero if
they are not included)
add square of the normalized difference of f1 and f1 to
sum: sum← sum+ (2 · (f1 − f2)/(f1 + f2))

2;
Return sum

illness and the document profile.

Relative N-gram Signature: Jankowska et al. [32] proposed a
visualization system called Relative N-gram Signature analysis
methods the based on the Common N-grams method for text
classification. The system was designed to conduct a detailed
investigation of the characteristics of n-grams in the documents
and provide greater insights into the working of the classifier
in an intuitive manner.

A relative n-gram signature is built based on two n-gram
profiles that reflect the usage frequency of n-grams between
them. Suppose P1 and P2 are two n-gram size L profiles to be
analyzed. The signature is created in the following way: First,
all the n-grams in P1 (which is the base document that serves
as the background for the signature) are ordered based on their
frequency followed by the n-grams that appear only in P2 in
a similar manner preserving their order in P2. The n-gram at
i-th index will be the i-th most common n-gram in the base
document when i ≤ L. If i > L, it means the i-th n-gram is

i-th most common n-gram in the second document since the
n-gram with a number greater than L doesn’t appear in the
base document. The lower the value of i the more common
the n-gram is the class. The dissimilarity index is calculated
using formula present in Algo. 1 for n-grams used to create
the signature.

The system visually represents the difference in n-gram
frequency usage using dual contrast color mapping. The white
color indicates zero or near-zero distance and equal frequency
of the n-gram in both documents. Red indicates a higher
frequency in the base document, while blue indicates a higher
frequency in the other document. The darker the strip, the
greater the distance between the profiles for that specific n-
gram.

IV. RESULTS

The training time for the CNG model was notably efficient,
taking only about half the time compared to the CNN-LSTM
model. Additionally, memory consumption for the CNG model
varied, but it was generally around 20% less, depending on the
specific parameters chosen for the CNG model. We employed
the f1-score to compare the models’ overall performance. We
evaluated these models on test data, which was not used while
training the models. Table III shows the performance of the
three models tested in this experiment and Supervised FastText
which was the best-performing model in the study [15] which
created the dataset used in the research.

A grid search for finding optimal values of n and L
was done for the CNG model, 3 ≤ n ≤ 5 and L ∈
{10000, 20000, 50000, 100000}. The reason for these limited
values was, first as observed from past studies and experiments
done with sample dataset, the highest performance was seen
when 3 ≤ n ≤ 6. Second, for n ≥ 7 computation is slow and
the memory requirement is high.

Even though our best f1-score (0.23) is for parameter n = 5
and L = 100, 000 the model has a zero prediction rate for
autism, bipolar control, and schizophrenia and overpredicts
anxiety and control.

N-gram size
Profile Size 3 4 5
10,000 0.18 0.19 0.20
20,000 0.13 0.19 0.20
50,000 0 0.20 0.20
100,000 0 0.16 0.23

TABLE II: Pilot study F1-score for the multi-classification task
using CNG

F1-score of 0.20 was obtained for four different pairs of
n and L. We observed that for parameters n = 5 and
L = 10, 000, the model predicts 6 out of 7 labels with decent
accuracy. While in other instances model has a similar f1-
score for depression and control but a very low score for other
classes. Due to this reason, CNG model’s optimal parameters
were selected as n = 5 and L = 10, 000.

Binary classification task is performed between each illness
and control group. For the binary classification task except for
the depression class, CNN-LSTM outperforms SVM and CNG
models. For the depression class, SVM has the highest f1-
score of 0.89 and CNN-LSTM has 0.83. CNN-LSTM provides
consistent results across all labels for binary labels. While
CNG’s performance in the binary classification task may not
be ideal, it still exhibits a noteworthy precision score. Although
the f1-score falls below 0.5 for all classes, this does not detract
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Fig. 3: Model Comparison

from the fact that the model is able to correctly identify a
significant number of positive samples.

For multiclassification tasks, however, CNG method (0.20)
outperforms CNN-LSTM (0.16). CNN-LSTM model is unable
to predict any other class other than anxiety and depression.
Even though SVM, which is acting as our baseline model,
has a similar f1-score as CNG method it suffers from the
same problem as CNN-LSTM does and is only able to predict
depression and control class. This is most likely due to SVM
overfitting on two majority classes and being unable to find
boundaries for the minority classes which is evident from
higher precision and recall rate but lower f1-score.

In a previous study [15], ML models that outperformed
our method in terms of f1-score also showed inconsistency
between precision and recall measures. Models would often
report high precision and low recall rate or vice versa which
is evidence that their models had an inconsistent performance
where models would either return many results which are
incorrect or very few results but they are correct.

Model Interpretation: One advantage of the CNG classifier
is that using the Relating N-Gram signature method, we can
visualize class profiles and provide explanation for classifier
decisions. Fig. 4 shows the relative n-gram signature for
control and depression as a background profiles for parameters
n = 5 and L = 10, 000 for which CNG achieved the best
results. It was observed that “depression” was the label with
the highest accuracy, which can be attributed to the largest
number of distinct n-grams in its profile (blue top) and more
prominent frequency differences in common n-grams (more
colorful lower common portion) Fig. 4a. “Schizophrenia” has
the lowest classification rate and is misclassified as control,
bipolar, and anxiety labels which can be attributed to the
fact that schizophrenia has the lowest dissimilarity index of
all when these labels act as base documents. The n-gram
signature method provided some understanding of the model’s
reasoning, although it struggled with ADHD classification,
which was also noted in the original research.

When observing the top 20 n-grams using the signature
method it was observed that the top n-grams for anxiety,
autism, bipolar, and schizophrenia are similar to one another
and have almost the same frequencies. This is not an un-
common thing observed since stopwords were not removed
which are usually in abundance in text written in the English
language. An interesting phenomenon when using depression
as base class is that the top 20 n-grams are more common in
depression profiles than in any other label.

N-gram “ YOU ” (the symbol ‘ ’ represents a space char-
acter), capturing the second-person pronoun, is more promi-
nent in the depression profile than in the control group. It has

(a) Relative N-gram Signature with Control as Base Document

(b) Relative N-gram Signature with Depression as Base Document

Fig. 4: Relative N-gram Signatures for n = 5 and L = 10,000

been noted in the literature that the first and second-person
pronouns are more commonly used by people with mental
health illnesses. Phrases such as “act of kindness” and “impact
of betrayal” generate n-grams such as “ACT O”, “IMPAC” and
“KIND ” which are in the high-frequency depression profile
suggesting that people suffering from depression were describ-
ing situations with extreme emotions. The n-gram “ITING”
was observed in sentences conveying emotions of excitement
or worry, as words such as “waiting”, “visiting”, and “limiting”
were present. These finds are consistent were previous work
where similar emotions were observed from other data sources
such as Facebook [33].

Past tense usage was more prevalent in profiles of individu-
als with mental disorders, as reflected in the n-gram “OULD”
containing words like “could,” “would,” and “should.” N-
grams “YYYYY” and “OOOOO” are present in ADHD pro-
files with high frequency and mostly absent in other profiles.
These particular n-grams were extracted from words like
“heyyyyy” and “sooooo” and are thought to be linked to
the repetitive behavior that is often observed in people with
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TABLE III: Models Classification Performance

Model Label
Depression Anxiety ADHD Autism Bipolar Schizophrenia Multi-class

Support Vector Machine
P = 0.91
R = 0.89
F = 0.89

P = 0.60
R = 0.60
F = 0.60

P = 0.59
R = 0.59
F = 0.59

P = 0.60
R = 0.60
F = 0.60

P = 0.62
R = 0.62
F = 0.61

P = 0.61
R = 0.60
F = 0.60

P = 0.20
R = 0.24
F = 0.21

Common N-Gram Method
P = 0.61
R = 0.55
F = 0.47

P = 0.62
R = 0.55
F = 0.48

P = 0.61
R = 0.55
F = 0.47

P = 0.59
R = 0.54
F = 0.46

P = 0.65
R = 0.54
F = 0.42

P = 0.58
R = 0.53
F = 0.45

P = 0.27
R = 0.31
F = 0.20

CNN Long Short-Term Memory Network
P = 0.82
R = 0.85
F = 0.83

P = 0.65
R = 0.65
F = 0.65

P = 0.64
R = 0.64
F = 0.64

P = 0.65
R = 0.65
F = 0.65

P = 0.65
R = 0.64
F = 0.64

P = 0.66
R = 0.66
F = 0.66

P = 0.29
R = 0.27
F = 0.16

Supervised FastText
P = 0.66
R = 0.44
F = 0.53

P = 0.67
R = 0.44
F = 0.53

P = 0.62
R = 0.37
F = 0.46

P = 0.68
R = 0.39
F = 0.49

P = 0.62
R = 0.42
F = 0.50

P = 0.69
R = 0.33
F = 0.45

P = 0.23
R = 0.44
F = 0.27

ADHD.
To interpret the CNN-LSTM model this research analyzed

the embedding layer of the model. The embeddings were
trained from scratch instead of using a pre-trained embedding
model. To visualize embedding in 3D space, dimensionality
reduction was done with help of t-SNE algorithm [34]. As
shown in Fig. 5a the deep learning model is also able to link
words that are related to feelings of loneliness and sadness and
other related words such as “useless”, “alone”, “social” and
“trash”. The model is also able to build a relation between
words such as “king” and “president” and words related to
some fee structure such as “tax”, “charge”, “fee” and “line”.
These words are part of the sentences there described bills or
tax payments as the reason for distress and worry.

Word Embeddings extracted from CNN-LSTM model have
some similarity with top n-grams that were observed from the
CNG method. Words like “the”, “could”, “with”, “for”, and
“this” are close neighbours in 3D space. CNN-LSTM model’s
good recall rate for depression class can be explained by this
phenomenon that the deep learning model was able to learn
that these words are often present in text written by people
with mental disorders.

Limitations: To note some limitation of presented results, we
note that due to limited computational resources, a subset of
the complete dataset is used, and a study on the full dataset
should be conducted. Another limitation, shared with other
studies on this dataset, is reliance on the subredit groups, where
it is difficult to independently verify self-declared claims about
mental disorders.

V. CONCLUSION AND FUTURE WORK

To our knowledge, this is the first study to introduce the
CNG method in classification of DSM-5 mental disorders,
incorporating a control group for evaluation. Compared to
state-of-the-art machine learning models, the CNG method
demonstrated superior performance with an f1-score of 0.20,
outperforming CNN-LSTM (0.16) in multi-classification tasks.
Although the CNG model didn’t surpass CNN-LSTM in binary
classification, it matched the score of the Supervised FastText
method.

The Relative N-Gram Signature method was used to analyze
the classification decisions of the CNG method and to provide
interesting and useful insights. It was observed that classifi-
cation decisions ar based on features that are consistent with
findings in previous studies and that are used by professional
psychologists to diagnose their patients. The CNG model has
the potential to be easily integrated in real-time with other

(a) Neighbours words of ”ALONE”

(b) Neighbours words of ”COULD”

Fig. 5: Word Embeddings from CNN-LSTM model
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health research methods for better treatment mental disorders,
such as faster diagnosis and improvement evaluation.

In future work, CNG’s performance can be further boosted
by the creation of profiles tailored specifically to markers of an
illness which can be facilitated using the n-gram visualization
technique. Considering our work showed binary models are
better at classifying mental disorders, using Ensemble methods
to combine multiple binary classification models to create a
multi-class and multi-label classification system should be an
interesting avenue of research since illnesses like depression or
anxiety are symptoms or secondary illness accompanied when
suffering from ADHD or schizophrenia.
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